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- The property tester for $k$-colorability is very simple.

$$
\begin{aligned}
& \hline k \text {-coloring-tester }(G, s) \\
& \hline \text { Generate a random subset } R \subset V \text { of size } s=36 k \ln k / \epsilon^{2} \\
& \text { Exhaustively color } R \text { by } k \text { colors. } \\
& \text { Return YES if } G[R] \text { is } k \text {-colorable, and return NO otherwise. }
\end{aligned}
$$
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## Reducing feasible colors

- For every $v \in V \backslash(S \cup U)$ :

Estimation of \# excluded feasible colors of $N(v)$ outside $S \cup U$
$\delta_{\phi}(v)=\min _{i \in L_{\phi}(v)}\left|\left\{u \in N(v) \backslash(S \cup U): i \in L_{\phi}(u)\right\}\right|$.

- $U$ is the set of colorless vertices w.r.t. $(S, \phi)$.

- $\delta_{\phi}(B)=\min _{i \in\{3,4,5\}}\{4,4,4\}=4$.
- $\delta_{\phi}(C)=\min _{i \in\{2,3,4,5\}}\{0,1,1,1\}=0$.
- $\delta_{\phi}(D)=\min _{i \in\{2,3,4,5\}}\{0,2,2,2\}=0$.
- $\delta_{\phi}(F)=\min _{i \in\{2,3,4,5\}}\{0,2,2,2\}=0$.
- $\delta_{\phi}(G)=\min _{i \in\{3,4,5\}}\{4,4,4\}=4$.
- $\delta_{\phi}(H)=\min _{i \in\{1,3,4,5\}}\{0,4,4,4\}=0$.


## Restricting vertices

## Restricting vertices

Given a pair $(S, \phi)$, a vertex is called restricting if $\delta_{\phi}(v) \geq \epsilon n / 2$.

- $W:=\left\{v \in V \backslash(S \cup U) \mid \delta_{\phi}(v) \geq \epsilon n / 2\right\}$.
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## Corollary 4.1

If $G$ is $\epsilon$-far from being $k$-colorable, then for any pair $(S, \phi)$, where $S \subset V(G), \phi: S \rightarrow[k]$, one has

$$
\sum_{v \in V \backslash(S \cup U)} \delta_{\phi}(v)>\epsilon n^{2}-n(|S|+|U|),
$$

where $U$ is the set of colorless vertices w.r.t. $(S, \phi)$.

## The number of restricting vertices must be large

## Claim 2

If $G$ is $\epsilon$-far from being $k$-colorable, then for any pair $(S, \phi)$, where $S \subset V(G), \phi: S \rightarrow[k]$, one has

$$
|U|+|W|>\frac{\epsilon n}{2}-|S| .
$$

## Proof.

## The number of restricting vertices must be large

## Claim 2

If $G$ is $\epsilon$-far from being $k$-colorable, then for any pair $(S, \phi)$, where $S \subset V(G), \phi: S \rightarrow[k]$, one has

$$
|U|+|W|>\frac{\epsilon n}{2}-|S| .
$$

## Proof.

$$
\begin{aligned}
& \epsilon n^{2}-n(|S|+|U|) \\
< & \sum_{v \in V \backslash S \cup U} \delta_{\phi}(v) \leq|W|(n-1)+\sum_{V \backslash(S \cup U \cup W)} \delta_{\phi}(v) \\
< & |W| n+\frac{\epsilon n^{2}}{2}
\end{aligned}
$$
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## \#'s and no-proper k-coloring

## Claim 4

If a leaf $t^{*}$ of $T$ is labeled by $\#$, then $\phi\left(t^{*}\right)$ is not a proper $k$-coloring of $S\left(t^{*}\right)$.

## Claim 5

If all leaves $t^{*}$ 's of $T$ are terminal nodes after $j$ rounds of the algorithm, then the subgraph induced by the labels along the path from the root of $T$ to $t^{*}$ is not $k$-colorable.

## The leaves of $T$ are all leaves w.h.p. before long
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## Proof.
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- The total number of successful rounds for the path from the root of $T$ to $t$ is equal to the depth of $t$.
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- The total number of successful rounds for the path from the root of $T$ to $t$ is equal to the depth of $t$.
- Besides, the probability of choosing a colorless or restricting
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- Fix some leaf node $t$ of $T$ after $36 k \ln k / \epsilon^{2}$ rounds of the algorithm.
- The total number of successful rounds for the path from the root of $T$ to $t$ is equal to the depth of $t$.
- Besides, the probability of choosing a colorless or restricting vertex (i.e., $U(t) \cup W(t))$ is at least $\epsilon / 2-S(t) / n=\epsilon / 2-o(1) \geq \epsilon / 3$.


## Proof of Claim 6 (contd.)

## Proof.

- Fix some leaf node $t$ of $T$ after $36 k \ln k / \epsilon^{2}$ rounds of the algorithm.
- The total number of successful rounds for the path from the root of $T$ to $t$ is equal to the depth of $t$.
- Besides, the probability of choosing a colorless or restricting vertex (i.e., $U(t) \cup W(t))$ is at least $\epsilon / 2-S(t) / n=\epsilon / 2-o(1) \geq \epsilon / 3$.


## Proof of Claim 6 (contd.)

## Proof.

- $\operatorname{Pr}[t$ is a nonterminal leaf of $T]$ can be bounded by $\operatorname{Pr}\left[B\left(36 k \ln k / \epsilon^{2}, \epsilon / 3\right)<2 k / \epsilon\right]$.
- $B(n, p)$ is the Binomial random variable of $n$ Bernoulli trials with probability $p$ of success.
- The Chernoff bound for $B(n, p)$
$\operatorname{Pr}[B(m, p) \leq k] \leq \exp$


## Proof of Claim 6 (contd.)

## Proof.

- $\operatorname{Pr}[t$ is a nonterminal leaf of $T]$ can be bounded by $\operatorname{Pr}\left[B\left(36 k \ln k / \epsilon^{2}, \epsilon / 3\right)<2 k / \epsilon\right]$.
- $B(n, p)$ is the Binomial random variable of $n$ Bernoulli trials with probability $p$ of success.
- The Chernoff bound for $B(n, p)$ :

$$
\operatorname{Pr}[B(m, p) \leq k] \leq \exp \left(-\frac{1}{2 p} \frac{(m p-k)^{2}}{m}\right)
$$

## Proof of Claim 6 (contd.)

Proof.

- $\operatorname{Pr}\left[B\left(36 k \ln k / \epsilon^{2}, \epsilon / 3\right)<2 k / \epsilon\right]<k^{-3 k / \epsilon}$ by the Chernoff bound.
- Thus by the union bound we conclude that the probability that some node of $T_{1,2 k}$ is a nonterminal leaf is
 $k$-coloring is less than $1 / 3$
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## Proof.

- $\operatorname{Pr}\left[B\left(36 k \ln k / \epsilon^{2}, \epsilon / 3\right)<2 k / \epsilon\right]<k^{-3 k / \epsilon}$ by the Chernoff bound.
- Thus by the union bound we conclude that the probability that some node of $T_{k, \frac{2 k}{\epsilon}}$ is a nonterminal leaf is

$$
\leq\left|V\left(T_{k, \frac{2 k}{\epsilon}}\right)\right| \cdot k^{\frac{-3 k}{\epsilon}}<1 / 3 .
$$

- That means, the probability that the algorithm finds a proper $k$-coloring is less than $1 / 3$
- Hence we derive the error probability of the algorithm


## Proof of Claim 6 (contd.)

## Proof.

- $\operatorname{Pr}\left[B\left(36 k \ln k / \epsilon^{2}, \epsilon / 3\right)<2 k / \epsilon\right]<k^{-3 k / \epsilon}$ by the Chernoff bound.
- Thus by the union bound we conclude that the probability that some node of $T_{k, \frac{2 k}{\epsilon}}$ is a nonterminal leaf is

$$
\leq\left|V\left(T_{k, \frac{2 k}{\epsilon}}\right)\right| \cdot k^{\frac{-3 k}{\epsilon}}<1 / 3 .
$$

- That means, the probability that the algorithm finds a proper $k$-coloring is less than $1 / 3$.
- Hence we derive the error probability of the algorithm $<1 / 3$.


## Proof of Claim 6 (contd.)

## Proof.

- $\operatorname{Pr}\left[B\left(36 k \ln k / \epsilon^{2}, \epsilon / 3\right)<2 k / \epsilon\right]<k^{-3 k / \epsilon}$ by the Chernoff bound.
- Thus by the union bound we conclude that the probability that some node of $T_{k, \frac{2 k}{\epsilon}}$ is a nonterminal leaf is

$$
\leq\left|V\left(T_{k, \frac{2 k}{\epsilon}}\right)\right| \cdot k^{\frac{-3 k}{\epsilon}}<1 / 3 .
$$

- That means, the probability that the algorithm finds a proper $k$-coloring is less than $1 / 3$.
- Hence we derive the error probability of the algorithm $<1 / 3$.


## Thank you!

